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Abstract. We study hospital choice in the publicly funded National Health Service in England, using a two sample strategy to identify a structural model of demand for elective procedures. In the NHS patients are allowed to opt out from the market of free-of-charge public hospitals and choose a private provider; we find that the outside option has an important effect on competition, patient choice and elasticities compared with traditional models ignoring the private sector. Considering endogeneity of waiting-time, proper measures of quality and the existence of private sector, we find substantially different policy conclusions compared to existing hospital demand models.
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1. Introduction

There is a growing debate on the introduction of patient’s choice in publicly funded health care markets. Supporters of choice argue that, by introducing (more) choice, hospitals will be forced to respond to patients’ preferences and produce better care, since choice drives competition between providers. On the other hand, skeptics argue that patients, or their GP, don’t respond to quality signals as they are unable to observe or understand these signals: market incentives are too weak to be considered by hospital managers.\(^1\)

Researchers have studied the implications of hospital choice by estimating hospital demand functions. Hospital demand can be distinguished into two major branches: the demand for emergency procedures (e.g. AMI, stroke etc.), and the demand for elective procedures (e.g. hip replacement, cataract, etc.). The advantage of working with emergency procedures is that endogeneity issues (from selection) are greatly reduced. The disadvantage however, is that is not obvious what “choice” means in emergency. There are many papers in the literature which study the demand for elective procedures in the British NHS and in other National Health Services. The NHS hospital industry

\(^1\)On the discussion between “Death by market power” vs. “Competition kills” see the debate between Bloom et al. (2011) and Pollock et al. (2011).
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is an interesting market since it operates under fix-price reimbursement, and it has no monetary cost for patients.

When studying hospital demand for elective procedures, researchers face two key challenges: the modeling of unobserved hospital quality, and the presence of an Independent Sector of health providers which exists together with public hospitals. Recent empirical IO literature has emphasized the importance of careful modeling of differentiated product markets for realistic policy analysis. The seminal Berry, Levinshon and Pakes (1995) paper in particular has shown the relevance of three key issues in estimation: i) allowing for realistic individual taste heterogeneity; ii) modeling unobserved product heterogeneity; and iii) including an ‘outside option’ in individuals’ choice set.

In this paper we consider a structural model of hospital choice for elective procedures in the English NHS, taking into account the characteristics of the NHS hospital industry and the nature of the data typically available. Our empirical application considers the demand for primary hip-replacement in NHS hospitals in the period 2006-2009. Elective hip replacement is a relatively simple and planned procedure usually performed on elderly patients suffering from arthritis. Patients are free to choose the hospital for their treatment either at their GP practice or at home using the choose and book website. Normally, GPs offer a choice of four to five hospitals including information on waiting time and distance, similar information is available on the choose and book website.

The market for elective hip replacement is self-contained as there is no substitute operation, although the patient can opt for no operation. The market is served by a number of different providers, NHS public hospitals and NHS treatment centres, independent hospitals and independent sector treatment centres (ISTC). NHS public hospitals are large multi-service organization, while NHS treatment centres are public health centres specialized in few planned procedure performed routinely; we will refer to both as public providers. Independent hospitals are privately owned organizations offering few elective procedures to privately insured patients; ISTC are a growing subgroup of Independent hospitals that can provide services to both privately insured and publicly funded NHS patients. We will refer to these as independent providers. Virtually all public providers and a large share of independent providers are able to offer hip replacement operations, making it an ideal candidate for studying choice and competition in the health market. Hospital choice in hip replacement was implemented since 2006 (later for some other planned procedures). Finally, hip replacement is also less likely to be associated with a more complex health situation that might affect choice.

---

2 See e.g. Einav and Levin (2010) for a review of the empirical IO literature and Nevo (2011) for a review of empirical models of consumer behavior.

3 See Beckert et al. (2012); Beukers et al. (2014), Moscelli et al. (2016).
Our first contribution to the existing literature is to explicitly model the presence of an outside option in hospital demand. Most papers on hospital choice do not consider the possibility that patients choose any option different from the menu of public providers considered by the analyst, due to the lack of data on independent providers. However, there are in fact many reasons why a patient in need for an elective procedure may not choose from this menu. First of all, a large number of patients uses independent providers for hip replacement; in the period considered, an average of 18% of total procedures were performed by independent providers. Recent NHS policies have encouraged privately-owned hospitals to enter the market for publicly funded health care and directly compete with NHS hospitals; this trend is likely to continue since unsustainable health expenditure may call for further expansion of the role of the private sector as a top up/complement or substitute to public providers.

Secondly, many analysts exclude from their sample NHS hospitals which perform a very small number of the procedures per year. Thirdly, a small fraction of patients may decide to have the hip replaced outside England (e.g. in other UK regions or overseas). Finally, some patients may simply decide not to have the surgery done, e.g. because they are discouraged by long waiting times, or receive conflicting medical advice, or decide to postpone the treatment for various reasons (e.g. level of severity or simply inertia).

A second motivation of our study is that observed measures of hospital quality typically used in current literature are imperfect and much debated. Since it is likely that a large component of hospital quality is not captured by observable characteristics, there is potentially a large endogeneity problem in estimation. In particular, in fixed-price hospital industries, waiting time plays a similar equilibrium role as that of price in standard industries. If hospital quality is imperfectly controlled, we expect potentially large biases in waiting time elasticity estimates. We argue that control for endogeneity has been less than perfect in current literature, since it has relied on fixed effects, which are known not to be fully adequate for controlling for endogeneity (see e.g. Nevo, 2000). Our choice model allows us to recover an estimate of unobserved quality and the use of linear IV estimation to address the endogeneity issue.

Most of the studies on hospital choice in England are based on data from the Hospital Episode Statistics (HES), which includes only services provided free of charge.

---

6See Beckert and Kelly (2017), and Kelly and Stoye (2015).

5This is similar to studies in empirical IO where products with very small market shares are excluded from the dataset.

6Mota et al. (2012) argue that age, gender, race and socio-economic disparities suggest that those who need total joint arthroplasty may not receive it: “it is not clear whether doctors limit treatment opportunities to patients, nor is it known the effect that patient beliefs and expectations about the operation, including their paid work status and retirement plans, have on the decision to get a surgery”.

7A recent study on NHS hospital quality by Gravelle et al. (2012) shows very low correlations between different routinely used quality measures.
to NHS patients. Thus HES based data is typically a selected sample, and hospital choice models based on it may imply wrong policy conclusions. We use a novel two-sample strategy, where we create a synthetic sample representing the universe of over 65 patients in need for a hip replacement using small area administrative data from the UK Census, and then match these administrative data with HES data which contain information on actual choices by NHS patients.

As will be shown in our empirical application, addressing the outside option and endogeneity issues is key for estimating sound models of the hospital industry, giving correct and useful policy guidance. Compared to standard models currently used in the literature, our approach shows that estimated own and cross elasticities for waiting time and observed quality are much greater than previously found. We also address the much debated issue on the relationship between competition and quality of care. We find that the correlation between overall quality and market concentration is strongly positive using the standard model, while it becomes strongly negative in our model, which addresses the endogeneity of quality and hospitals’ location choices. A closure simulation exercise also predicts quite different counterfactuals using the two approaches.

The paper is structured as follows. In the next section we describe the institutional details of the market for hip replacement in the England in the period 2006-2009, and explain our two-sample strategy employed in estimation. Section three introduces our hospital demand model and describes our estimating strategy. Section four illustrates the estimation results. Section five concludes.

2. Institutional Details and Data

Patient’s freedom of choice of health care provider for elective procedures was introduced by law in January 2006. Prior to this date, NHS patients had little or no choice; they were referred to a specific hospital by their GPs by selective contracting arrangements. After January 2006, patients were able to choose from a list of four to five different providers, including ISTC, provided by their GP. Alternatively, patients were able to select their providers from home by using the choose and book website managed by the NHS. Patients, and their GPs, were also given greater information.

8Beckert and Kelly (2017) estimate a multinomial logit model of demand for NHS hospitals and independent providers using HES data, considering only NHS-funded inpatient treatments.

9This holds for procedures where there is the possibility of having the procedure performed outside an NHS hospital; procedure such as CABG considered by Gaynor et al. (2016) are performed only in a small number of HNS hospitals and the option of not to receive medical treatment is not really a feasible alternative.

10A seminal paper comparing hospital choice before and after the 2006 reform is Gaynor et al. (2016) which models choice before 2006 using GP’s induced consideration sets, and a standard discrete choice model after 2006.
on which to make this choice, such as risk-adjusted mortality rates, waiting times, infection rates and hospital activity rates.

Hip replacements are delivered in almost all NHS hospitals. The market for hip replacement is characterised by the existence of a large independent sector performing the procedure in non emergency cases: the independent sector share for elective hip replacement procedures was about 30% in 2003 and 15% in 2009 (see Table 1 below). It is very interesting to note that NHS hospitals’ waiting times for the procedure are strongly correlated with the independent sector share, as shown in the table below:

<table>
<thead>
<tr>
<th>Year</th>
<th>wt</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS share</td>
<td>0.3147</td>
<td>0.2627</td>
<td>0.2234</td>
<td>0.2171</td>
<td>0.1857</td>
<td>0.1731</td>
<td>0.1540</td>
<td></td>
</tr>
<tr>
<td>wt</td>
<td>6.1771</td>
<td>5.4013</td>
<td>4.8297</td>
<td>3.8171</td>
<td>2.7818</td>
<td>2.8911</td>
<td>3.0097</td>
<td></td>
</tr>
</tbody>
</table>

2.1. A Tale of Two Samples. Suppose we want to estimate a parametric model of hospital choice

\[
Pr(\text{patient } i \text{ chooses } j \mid x_{ij}, \beta), \ j = 0, \ldots, J
\]  

(1)

where \( j = 1, \ldots, J \) indicizes the set of \( J \) NHS hospitals which perform elective hip replacement, \( j = 0 \) denotes the outside option, \( x_{ij} \) denotes the set of variables affecting patient’s \( i \) choice of option \( j \), and \( \beta \) is the parameter to be estimated.

Suppose we have data on \( x_{ij} \) and on actual choices (denoted \( C_{ij} \), which takes value one if patient \( i \) chooses hospital \( j \)) only for \( j = 1, \ldots, J \), that is, only for the set of patients who have chosen a NHS hospital. In other words, we have a selected sample of the population. Let \( S = \{1, \ldots, n\} \) denote this selected sample, and let \( U = \{1, \ldots, N\} \) denote the universe of all English over 65 patients in need of elective hip replacement. The problem is that we do not observe \( U \).

Suppose we have external information of the total number of patients in \( U \) which did not choose a NHS hospital, say \( N_0 = N - n \). If we knew the nature of the sample selection process, we could appropriately generate a synthetic sample of \( N_0 \) patients to append to the existing sample \( S \) to create a size \( N \) sample representative of \( U \). In practice, since we are agnostic about the precise nature of the selection process, we use a different approach: we generate a synthetic sample of size \( N \) –say \( U' \)– using administrative data, reproducing the population of over 65 English patients in need of elective hip replacement.

Note that while under sufficiently rich administrative data, \( U' \) may contain all the variables \( x_{ij} \) needed to calculate the choice probabilities (1), \( U' \) of course does not contain real patients, and thus does not contain data on actual choices \( C_{ij} \). In section 3.3 we show how we can use observed sample moments in both the actual NHS sample \( S \) and in our synthetic sample \( U' \) for parameter estimate.
2.2. **The samples we use.** We use two different datasets: the HES, which collects the universe of inpatient discharges receiving hip replacement from every hospital in the NHS in England; and administrative data from Lower-Layer Super Output Areas (LSOAs), which are a geographic hierarchy designed to improve the reporting of small area statistics in England.

2.2.1. *Hospital Episode Statistics.* Data on patient admissions are extracted from the UK Department of Health’s Hospital Episode Statistics (HES), which comprise records of all publicly funded patients admitted to hospitals in England. We include in our study all hospital admissions during the fiscal year 2006 to 2009 of English patients aged 65 and over receiving a bilateral or primary hip replacement cemented or uncemented (HRG code: H01 H02 H80 H81) at the time of admission.

We include elective admissions from waiting lists and booked admissions, i.e. patients without date of admission and patients having a booked date of admission. We excluded a small share of planned admissions (4.2% of total admissions), i.e. admissions that are part of a planned sequence of clinical care determined mainly on clinical criteria, rather than hospital capacity. We also drop patients with implausible waiting time (longer than 3 years), and consider only hospital trusts with more than 50 relevant admissions per year. Our sample includes 27,962, 29,604, 31,206, 31,875 patients respectively treated in each year from 2006 to 2009.

For each patients we collect two key variables: waiting time and place of residence. At the patient-level we observe the time elapsed between the referral and the actual treatment, and use this information to construct the hospital-level waiting time measured as the average number of month patients wait before having an inpatient admission. The HES also contains information on the postal code of the neighbourhood in which the patient lives, which identifies her LSOA using the GSS coding of the Office for National Statistics. Data from the NHS Organisation Data Service (ODS) provides each hospital’s address, which we use to measure the straight line travel distance (in km) between the centroid of the LSOA where patient lives and each hospital considered.

Following the majority of NHS hospital choice studies, since the HES does not collect data on patient’s economic variables, we use the socioeconomic Index of Multiple Deprivation of the LSOA of patient’s residence as a proxy for the patient’s economic condition. The Indexes of Multiple Deprivation are indicators of small area deprivation explicitly designed to capture the multidimensional aspects of socioeconomic deprivation at LSOA geographical level. The IMD income deprivation domain measures the proportion of the LSOA population living in low-income households reliant on one or

---

11 We only include elective patients because we know elective patients may plausibly choose their hospital; planned elective spells are excluded because for these spells the waiting time before an operation is for clinical reasons and not due to lack of capacity (HES Online, 2015).
more means-tested benefits, based on population census and benefit claims data (Noble et al., 2006).

The IMD Health Deprivation and Disability Domain also identifies areas with relatively high rates of people dying prematurely, or whose quality of life is impaired by poor health, or who are disabled. This domain measures morbidity, disability and premature mortality at the LSOA level (Noble et al., 2006). Henceforth, we will call ‘income deprivation’ the socioeconomic Index of Multiple Deprivation, and ‘health deprivation’ the health Index of Multiple Deprivation.

The HES data is linked to a number of other sources to provide additional information on hospital characteristics. We use data from the National Centre for Health Outcomes Development (NCHOD) and the Care Quality Commission (CQC) to collect information on hospital quality, capacity and costs.

As capacity measures we consider the number of sites in the hospital trust, the total number of beds available, the number of doctors, qualified and unqualified nurses and allied practitioners. Potential costs’ differences between hospitals are measured using the Market Forces Factor (MFF), which is an estimate of unavoidable cost differences between health care providers, based on their geographical location. MFF is used to adjust resource allocations in the NHS in proportion to these cost differences (Monitor, 2013).

Quality of health care is generally multidimensional and intrinsically not observable. For this reason a common strategy is to use a set of indicators to capture it. Although there is not a clear view on how properly these indicators capture health care quality (Gravelle et al., 2012), we follow the literature and include: the Care Quality Commission’s (CQC) quality rating (available from the Department of Health); the incidence of Methicillin-Resistant Staphylococcus Aureus (MRSA) infections in 2006-7 (published by the Health Protection Agency); the standardized mortality rate (SMR) for hip fracture over period 2006-8; and a measure of hospital’s predicted performance based on readmission (READ) after a hip fracture (see Laudicella et al., 2013).

2.2.2. Lower-Layer Super Output Areas. The second source of data comes from the UK Census which provides detailed information on LSOAs’ characteristics. LSOA are geographical units developed by the National Office of Statistics to improve the reporting of small area statistics for the in UK (Briggs et al., 2007). There are about 32,482 LSOAs in England for the period we consider, with a minimum population size of 400 households and 1,000 individuals, and a maximum population of 1,200 households and 3,000 individuals. For each LSOAs we collect the total number of population over 65: the average total population over 65 is 252. We also collect the socioeconomic and health IMD indices for each LSOA, and using the geographical location of its centroid, the distance between each LSOA and each NHS hospital considered.
Our strategy is to couple the sample extracted from the HES dataset, with a synthetic sample which uses LSOA’s data to mimic the over 65 English population seeking hip replacement surgery. For this purpose, for robustness, we build two synthetic LSOA samples under different scenarios:

(1) a smaller sample, where the total number of patients seeking a hip replacement equals to the number of elective hip replacement procedures performed in all England by the over 65 in those years, as reported by the Annual reports of the National Joint Registry (see Table 2.3 of the National Joint Registry 2010)\(^{12}\) Table 1 reports the share of hip replacements received by privately funded patients in England. Using this information, the size of the outside option can be easily recovered by adding all patients privately funded to all patients who are NHS funded, but received an hip replacement either in a private hospital or in an ISTC or in NHS treatment centre.\(^{13}\) Notice however that, although the NJR report is an important source of information to appraise the size of the IS in England, the average compliance in the period considered is about 85%, giving an underestimate of the total performed procedures.\(^{14}\)

(2) a larger sample, which uses, after review of epidemiological studies on the incidence of hip replacement across different countries and times, and after personal consultation with various health care professionals, an informed guess on the incidence of hip replacement for over 65 patients of 5 procedures for 1000 individuals.

We extract the total size of the over 65 English population from the LSOA data. The size of the first synthetic sample, which –for \(t = 2006, 2007, 2008, 2009\), we denote \(N^S_1(t)\)– is equal to 35,716, 36,355, 37,739 and 37,677. The size of the second synthetic sample, which we denote \(N^S_2(t)\), is equal to 40,429, 40,797, 41,426 and 42,001. For each time \(t\) and in each of the two cases, we sample, with replacement, \(N^S_1(t)\) and \(N^S_2(t)\) units in proportion to the total population over 65 in each LSOA.

2.3. **Using the two samples.** Both the HES and the synthetic LSOA samples we use contain the observable variables affecting patients’ hospital choice as specified by her indirect utility function, with a qualification: individual economic and health status is in both samples is proxied by the socioeconomics and health IMD indices.

\(^{12}\)The NJR provides an annual report containing a rich set of aggregate information on the amount of hip and knee replacements delivered in England and Wales based on information submitted by private and public hospitals. In particular it reports the number of total hip replacements performed by types of provider (NHS hospital, independent hospital, NHS treatment centre and Independent Sector Treatment Centres (ISTC)) and source of funding (Independent or NHS).

\(^{13}\)We include patients treated in a NHS treatment centre in the outside sector since, differently from the hospital trusts, these centres may also depend to the local health authorities.

\(^{14}\)NJR defines compliance rate as the rate, expressed as a percentage, of procedure records submitted to the NJR compared with the levy returns for the number of implants sold.
The HES dataset does not record patients’ economic status variables, and our approach proxying socioeconomic status is standard. On the other hand, only the HES dataset contains information on patient individual health; a drawback of our two-sample strategy is that we have to proxy individual patients’ health status by the health IMD index without using actual individual health information - as it is not contained in the LSOA sample. We test the robustness of our approach by comparing, in our NHS sample, logit estimates obtained using individual level information on patient’s health status (the patient’s number of secondary diagnoses) rather than the health IMD index. We found that estimates give very similar conclusions on all our policy results.

Finally, it is worth recalling that, since the LSOA is a synthetic sample with fictitious patients, only the HES sample has information on patient hospital choices.

3. Hospital Demand

Patient’s choice depends on hospital characteristics such as the distance from the patients’ residence, the time she has to wait to get the procedure, and the quality of hospital care. The indirect utility of patient $i$ at time $t$ for NHS hospital $j = 1, \ldots, J_t$ is given by

$$U_{ijt} = \beta_i w_{jt} + \gamma_i d_{ij} + \eta a_{ij} + q_{jt} + \epsilon_{ijt},$$

where, at time $t$, $q_{jt}$ denotes hospital $j$’s quality, which is unobserved; $w_{jt}$ is average waiting time (in months) for hospital $j$; $d_{ij}$ is (the log of) the distance (in kilometres) between the residence of patient $i$ and hospital $j$; $a_{ij}$ is a dummy variable which takes value one if hospital $j$ is in the ‘attention area’ of patient $i$ (namely, $j$ is in the attention area of patient $i$ if it is either within a distance of 20 km or is one of the 5 closest hospitals to patient $i$); and $\epsilon_{ijt}$ is an i.i.d. extreme value individual preference shifter.

In this formulation, there are two types of heterogeneity in patients’ preferences: the purely idiosyncratic shifter $\epsilon_{ijt}$, and the marginal (dis)utility for distance and waiting time $\beta_i$ and $\gamma_i$. We model taste heterogeneity for distance and waiting time in terms of observable patients’ characteristics and an idiosyncratic random term:

$$\beta_i = \beta_0 + \beta_I I_i + \beta_H H_i + \sigma_w R_{w,i}$$
$$\gamma_i = \gamma_0 + \gamma_I I_i + \gamma_H H_i + \sigma_d R_{d,i}$$

where $I_i$ and $H_i$ denote patient $i$ economic and health deprivation, and $R_{w,i}$ and $R_{d,i}$ are distributed in the population as standard normal variates. As well known in the discrete choice literature, modelling taste heterogeneity is key for estimating realistic substitution patterns between products, since shares do not satisfy the restrictive I.I.A. assumption.
Contrary to most literature on hospital demand, we assume that patient can choose an outside option (which we denote \(j = 0\)). As discussed above, the outside option contains all possible alternatives that a patient needing a hip replacement procedure may choose besides one of the \(J_t\) NHS hospitals we consider. The utility of patient \(i\) from choosing the outside option \((j = 0)\) at time \(t\) is

\[
U_{i0t} = \alpha_i + \epsilon_{i0t} \tag{3}
\]

where \(\epsilon_{i0t}\) is an i.i.d. extreme value preference shifter and

\[
\alpha_i = \alpha_0 + \alpha_{I1} I_i + \alpha_{I2} I_i^2 + \alpha_{H1} H_i + \alpha_{H2} H_i^2 + \sigma_0 R_{0,i},
\]

with \(R_{0,i}\) standard normal distributed.

It turns out that it is quite useful to decompose the utility of choosing a NHS hospital \(j = 1, \ldots, J_t\) into:

i) a component which does not vary among patients’, say \(\delta_{jt} = \beta_0 w_{jt} + q_{jt}\); ii) a component \(\mu_{ijt} = (\beta_1 I_i + \beta_H H_i + \sigma_w R_{w,i}) w_{jt} + (\gamma + \gamma_1 I_i + \gamma_H H_i + \sigma_d R_{d,i}) d_{ij} + \eta a_{ij}\) which captures individual patients’ heterogeneity (excluding the error term); iii) the purely idiosyncratic logit error \(\epsilon_{ijt}\). Therefore,

\[
U_{ijt} = \delta_{jt} + \mu_{ijt} + \epsilon_{ijt}, \quad j = 1, \ldots, J_t, \tag{4}
\]

while

\[
U_{i0t} = \delta_{0t} + \mu_{i0t} + \epsilon_{i0t}, \tag{5}
\]

with \(\delta_{0t} = \alpha_0\) and \(\mu_{i0t} = \alpha_{I1} I_i + \alpha_{I2} I_i^2 + \alpha_{H1} H_i + \alpha_{H2} H_i^2 + \sigma_0 R_{0,i}\).

This formulation makes it clear that in this choice model the only source of endogeneity is included in the constants \(\delta_{jt}\), which are defined for each hospital \(j\) at each time \(t\), and so they absorb all hospitals’ unobservable characteristics which may be correlated with the observable variables contained in the utility function. In particular, unobservable quality –which is typically strongly correlated with waiting time– has been subsumed into the constants \(\delta_{jt}\).

3.1. Choice Probabilities in the Two Samples. As discussed above, we use two samples: the HES sample collecting the universe of NHS financed patients which have chosen one of the \(J_t\) NHS hospitals, and a (synthetic) LSOA samples which mimicks the over 65 population in England which seek a hip replacement procedure.

Omitting \(t\) for simplicity, the probability that individual \(h\) in the HES sample chooses hospital \(j\) is

\[
P_{hj} = \frac{\exp(\delta_j + \mu_{hj})}{\sum_{k=1}^{J} \exp(\delta_k + \mu_{hk})}, \quad j = 1, \ldots, J, \tag{6}
\]

This holds not only for the HNS type models discussed above, but also for those referring to different hospital industries such as Capps et al. (2003), Ho (2006) and Ho (2009).
while the probability that an individual $s$ in a LSOA sample chooses option $j$ is

$$P_{sj}^S = \frac{\exp(\delta_j + \mu_{sj})}{\sum_{k=0}^{J} \exp(\delta_k + \mu_{sk})}, \quad j = 0, 1, \ldots, J.$$  

(7)

Notice that $\delta_j$, which captures hospital characteristics, is common in the two samples.

3.2. Estimation. We follow Goolsbee and Petrin (2004) and Train and Winston (2007) and estimate the model in two stages. In the first stage we estimate the mean utilities $\delta$ and the parameters included in $\mu_{ijt}$. These are collected as

$$\theta_t = [P^S, P^N, \delta_t, \alpha_0, \alpha_{1H}, \alpha_{2H}, \alpha_{1H2}, \alpha_{H1}, \alpha_{H2}, \beta_1, \beta_H, \gamma, \gamma_H, \eta, \sigma_0, \sigma_1, \sigma_d].$$  

(8)

illustrating how the $\theta_t$ parameters belong to $P^N$ and $P^S$. Estimation of $\theta_t$ is implemented by simulated GMM. In the second stage we use estimated hospitals’ mean utilities $\hat{\delta}_t$ to estimate waiting time and observable quality parameters, correcting for endogeneity by TSLS.

3.3. Moments. To simplify notation, let $\bar{P}_{sjt}(\theta_t; z^S)$ denote the expected probability for patient $s$ in the LSOA sample to choose hospital $j$ at time $t$, where $z^S$ collects the variables which enter the utility function in the LSOA sample. $\bar{P}_{sjt}(\theta_t; z^S)$ is the integral of $P_{sjt}(\theta_t; z^S)$ over the distribution of the random variables $R_w, R_h, R_0$. In practice we approximate $\bar{P}_{sjt}(\theta_t; z^S)$ by simulation, using 100 antithetic Halton draws of the standard normal variables $R_w, R_h, R_0$.

We use three sets of moments:

1. The BLP Moments: we equate the observed aggregate hospital shares $S$ to the average probabilities in the LSOA sample:

$$S_{jt} = \frac{1}{N^S_t} \sum_s \bar{P}_{sjt}(\theta_t; z^S_s).$$  

(9)

Berry (1994) shows that the predicted shares can be inverted to get the vector $\delta_t$, for any value of the remaining parameters in $\theta_t$.

2. The HES Moments: in the HES sample we set standard observation-specific moments:

$$g^N_{hjt}(\theta_t) = \left( C_{hjt} - \bar{P}^N_{hjt}(\theta_t; z^H_h) \right) (z^H_{hjt}, v_{jt}).$$  

(10)

where $C_{hjt}$ is the choice variable which takes value one if individual $h$ at time $t$ choose hospital $j$ and $v$ is an appropriate vector of hospital characteristics.

In our application we use hospital dummies for teaching, acute and London

---

The similar notation $\bar{P}^N_{hjt}(\theta_t; z^N_h)$ is used for the expected probability of patient $h$ in the HES sample to choose hospital $j$ at time $t$. 

---

16The similar notation $\bar{P}^N_{hjt}(\theta_t; z^N_h)$ is used for the expected probability of patient $h$ in the HES sample to choose hospital $j$ at time $t$. 

hospitals, and hospital capacity variables such as the number of beds, doctors, qualified and unqualified nurses and health practitioners, with squares and interactions.

(3) The LSOA Moments: we link the HES and LSOA samples by matching observed attributes in the HES sample with those in the LSOA. Consider for example income deprivation \( I \). From observed choices in the HES sample, we derive the average income deprivation of patients using hospital \( j \) at time \( t \), namely \( \frac{1}{N_t^j} \sum_{h=1}^{N_t^j} I_h C_{hjt} / S_j^N \), and, using Bayes’ rule, we match this with the expected deprivation of patients using hospital \( j \) in the LSOA sample under the theoretical choice probabilities \( \bar{P}^{S}_{sjt}(\theta_t; z^S) \):

\[
g'_{sjt}(\theta_t) = \left( \frac{1}{N_t^j} \sum_{h=1}^{N_t^j} I_h C_{hjt} / S_j^N - I_j \bar{P}^{S}_{sjt}(\theta_t; z^S) / S_j^N \right) \bar{v}_{jt},
\]

where \( \bar{v} \) denotes the vector of hospital characteristics \( v \) above, plus a constant.

By a similar reasoning, we derive another set of sample moments by matching health deprivation \( H \)

\[
g^{H}_{sjt}(\theta_t) = \left( \frac{1}{N_t^j} \sum_{h=1}^{N_t^j} H_h C_{hjt} / S_j^N - H_j \bar{P}^{S}_{sjt}(\theta_t; z^S) / S_j^N \right) \bar{v}_{jt}.
\]

3.4. First Stage Estimation. Stack these individual moments to get

\[
g^N(\theta) = \sum_t \sum_j \sum_h g^N_{hjt}(\theta); \quad g^S(\theta) = \sum_t \sum_j \sum_s (g^I_{sjt}(\theta), g^{H}_{sjt}(\theta))
\]

\[
S^N(\theta) = \sum_t \sum_j \sum_h g^N_{hjt}(\theta) g^N_{hjt}(\theta)'; \quad S^S(\theta) = \sum_t \sum_j \sum_s (g^I_{sjt}(\theta), g^{H}_{sjt}(\theta)) (g^I_{sjt}(\theta), g^{H}_{sjt}(\theta))'
\]

and define

\[
g(\theta) = [g^N(\theta), g^S(\theta)], \quad S(\theta) = \begin{pmatrix} S^N(\theta) & 0 \\ 0 & S^S(\theta) \end{pmatrix}.
\]

To estimate \( \theta \) we use two-step Simulated GMM: in the first step we estimate \( \hat{\theta}_1 = \text{argmin}_1 g(\theta)'g(\theta) \); in the second step we find \( \hat{\theta} = \text{argmin}_2 g(\theta)'S(\theta)^{-1}g(\theta) \). At each step, and within each iteration of the minimization problem, we also use the aggregate constraints which equate observed market shares with theoretical ones. Estimated s.e. are corrected using Pollard and Pakes (1989) procedure taking into account the simulation.

3.5. Second stage. In the second stage we recover the parameters which enter the mean utility vector \( \delta \). Let \( \hat{\delta}_{jt} \) denote the estimated mean utilities from the first stage. Decompose hospital quality \( q_{jt} \) into a time and hospital fixed effects \( \Delta_t \) and \( \Delta_j \) and

\[\text{Imbens and Lancaster (1994) discuss using macro moments in micro models with choice based samples (see also Petrin (2002) and Berry, Levinsohn and Pakes (2004)). We create a synthetic sample representing the universe of patients, reproducing at the micro level patients’ characteristics for all options (including the outside one).}

\[\text{We use fixed effects for hospitals which are present in the sample for at least two periods.}\]
observed and unobserved residual components of hospital quality, to get the regression equation

$$\hat{\delta}_{jt} = \beta_0 w_{jt} + x'_{jt}\phi + \Delta_t + \Delta_j + \xi_{jt}$$

(14)

where $x_{jt}$ denotes a vector of observed quality measures which includes: CQC, SMR, MRSA and READ.

Clearly equation (14) is subject to a large endogeneity problem, since waiting times are much correlated with hospital quality, and hospitals fixed effect do not necessarily address the endogeneity problem adequately (see e.g. Nevo, 2000). We estimate equation (14) by TSLS. The instruments we use are the Market Factor Forces variable ($MFF$) with its square, and the average number of beds and sites of the other hospitals in the market.

4. Results

In this section we report estimated parameters. We estimate three models:

(1) The Standard Logit Model. As benchmark, we estimate the standard logit model which is the workhorse of most NHS hospital demand studies. To estimate the first stage, we use GMM with the set of moments given by (9) and (10), without random coefficients and outside option.\(^{19}\) To appraise the effect of waiting time endogeneity, in the second stage we estimate two regressions, one where parameters are estimated by OLS, and one using TSLS for better control for endogeneity. The Logit model with fixed hospital effect (our OLS model) can be considered the prototype of many current papers on NHS hospital demand (e.g. Sivey (2012), Beckert et al. (2012), Gaynor et al. (2016)).

(2) Our Two-Sample Model (2SM). We estimate our full model using our two sample strategy with two different LSOA samples, namely the NJR-LSOA and the Epidemiological-LSOA ones, as described in Section 2.2.2.

4.1. First stage. Table 2 reports estimates of the $\theta$ parameters in (8). Estimates for the Logit Model are reported in the first two columns of table 2, while the remaining columns describe the parameters of the NJR-2SM and Epidemiological-2SM ones.

In keeping with most studies of hospital demand for elective procedures,\(^{20}\) we find that in all models distance strongly affects patient choice; patients are significantly likely to choose a closer hospital, with the 'attention area' dummy being strongly significant. There is also significant demographic heterogeneity on patients' disutility for distance: the disutility from travelling is increasing for individuals coming from higher

\(^{19}\)For robustness we have also estimated the first stage by Maximum Likelihood, with very similar results.

income deprived areas, but decreasing for those coming from more health deprived areas, indicating that poorer patients tend to choose closer hospital, while more sick individuals have a higher willingness to travel. Demographic heterogeneity on patients’ disutility from waiting time is lower for those coming from more income deprived areas and higher for those coming from more health deprived areas, but these effect are generally not very significant.

In our two models we also estimate the probability of choosing the outside option, and idiosyncratic waiting time and distance taste heterogeneity. In both models it emerges that the outside option is more likely to be chosen by patients coming from wealthier and more health deprived areas. Differences are not substantial between the IS model and the epidemiological one, which gives some evidence that these results are quite robust to changes in measuring the size of the outside sector. Looking at the three random coefficient estimates, it emerges that there is a large taste heterogeneity for distance and for the outside option, but not for waiting time.

<table>
<thead>
<tr>
<th>Table 2. First Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Logit</td>
</tr>
<tr>
<td>Coef.</td>
</tr>
<tr>
<td>wt*I</td>
</tr>
<tr>
<td>d*I</td>
</tr>
<tr>
<td>wt*H</td>
</tr>
<tr>
<td>d*H</td>
</tr>
<tr>
<td>d</td>
</tr>
<tr>
<td>a</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>I^2</td>
</tr>
<tr>
<td>H</td>
</tr>
<tr>
<td>H^2</td>
</tr>
<tr>
<td>R_{0,s}</td>
</tr>
<tr>
<td>R_{w,s}</td>
</tr>
<tr>
<td>R_{d,s}</td>
</tr>
</tbody>
</table>

4.2. **Second stage.** Table 3 reports estimated coefficients for the second stage regression as described in Section 3.5 with and without endogeneity control by IV. Waiting time has a significant negative effect on patients’ utility, so that hospitals with longer waiting time are less likely to be chosen. The key observation is that this effect is much bigger when one controls for endogeneity by both fixed effects and IV, rather than by fixed effects only as commonly done in this literature.\(^{21}\)

\(^{21}\) The F-test statistics of the joint significance of the instruments in the standard first-stage IV regression equals to 9.90. This indicates that the null of weak identification of the endogenous variable can be rejected.
Focusing on observed quality measures, as expected estimated quality $q_j$ is positively correlated with observed quality indicators. However, only MRSA infections have a consistently significant effect across models. This is not surprising since CQC hospital classification shows little variation (very few hospital are classified as poor) and also looks at many different aspects of quality that are likely to be driven by the standard of care in acute and emergency services. SMR are driven by the standards of care for operations with a significant mortality risk, which is not the case of hip replacement. MRSA appears to be the indicator with a strong logical link to the quality of care for hip replacement patients, since patients are at risk of this type of infections.

Table 3. Second Stage

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>TSLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>SE</td>
</tr>
<tr>
<td>Panel A: Logit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CQC</td>
<td>0.0512</td>
<td>0.0532</td>
</tr>
<tr>
<td>SMR</td>
<td>-0.0003</td>
<td>0.0227</td>
</tr>
<tr>
<td>Read</td>
<td>-0.4749</td>
<td>0.7916</td>
</tr>
<tr>
<td>MRSA</td>
<td>-0.2193</td>
<td>0.1586</td>
</tr>
<tr>
<td>Waiting Time</td>
<td>-0.1294</td>
<td>0.0350</td>
</tr>
<tr>
<td>Fixed Effects</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Panel B: NJR 2SM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CQC</td>
<td>0.1083</td>
<td>0.1926</td>
</tr>
<tr>
<td>SMR</td>
<td>0.0442</td>
<td>0.0776</td>
</tr>
<tr>
<td>Read</td>
<td>-1.7540</td>
<td>2.8844</td>
</tr>
<tr>
<td>MRSA</td>
<td>-0.8596</td>
<td>0.4573</td>
</tr>
<tr>
<td>Waiting Time</td>
<td>-0.6494</td>
<td>0.1491</td>
</tr>
<tr>
<td>Fixed Effects</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Panel C: Epi. 2SM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CQC</td>
<td>0.0391</td>
<td>0.1755</td>
</tr>
<tr>
<td>SMR</td>
<td>0.0168</td>
<td>0.0750</td>
</tr>
<tr>
<td>Read</td>
<td>-3.3398</td>
<td>2.6267</td>
</tr>
<tr>
<td>MRSA</td>
<td>-0.9503</td>
<td>0.4751</td>
</tr>
<tr>
<td>Waiting Time</td>
<td>-0.3964</td>
<td>0.1255</td>
</tr>
<tr>
<td>Fixed Effects</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Elasticities. In this section we calculate own and cross elasticities of hospital demand with respect to waiting time and an observed quality measure (namely MRSA, the only consistently significant indicator). For each market $t$ we first calculate the $J_t \times J_t$ matrix of elasticities, with the $J_t$-sized diagonal containing the own elasticity.
We then report the mean and standard deviation of these \( J_t \) own elasticities for each time \( t \).

Regarding cross elasticities, we first compute the maximum of the off-diagonal elements for each row of the \( J_t \times J_t \) matrix (that is, the cross elasticity between each hospital \( j \) and its greatest competitor). Then for each time \( t \), we find the mean and standard deviation of these values which are reported in the table.

**Table 4. Average Waiting Time Elasticities**

<table>
<thead>
<tr>
<th>Year</th>
<th>Year</th>
<th>Elasticties</th>
<th>Cross Elasticities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OLS</td>
<td>TSLS</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>S.D.</td>
<td>Mean</td>
</tr>
<tr>
<td>Panel A: Logit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>-0.2146</td>
<td>0.0745</td>
<td>-0.7182</td>
</tr>
<tr>
<td>2007</td>
<td>-0.1701</td>
<td>0.0705</td>
<td>-0.5711</td>
</tr>
<tr>
<td>2008</td>
<td>-0.1272</td>
<td>0.0580</td>
<td>-0.4241</td>
</tr>
<tr>
<td>2009</td>
<td>-0.1341</td>
<td>0.0638</td>
<td>-0.4471</td>
</tr>
<tr>
<td>Panel B: NJR 2SM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>-0.2986</td>
<td>0.2843</td>
<td>-1.1072</td>
</tr>
<tr>
<td>2007</td>
<td>-0.2634</td>
<td>0.2550</td>
<td>-0.9200</td>
</tr>
<tr>
<td>2008</td>
<td>-0.1786</td>
<td>0.2004</td>
<td>-0.6560</td>
</tr>
<tr>
<td>2009</td>
<td>-0.1825</td>
<td>0.1891</td>
<td>-0.6972</td>
</tr>
<tr>
<td>Panel C: Epi. 2SM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>-0.2886</td>
<td>0.0978</td>
<td>-1.3311</td>
</tr>
<tr>
<td>2007</td>
<td>-0.2379</td>
<td>0.1026</td>
<td>-1.0714</td>
</tr>
<tr>
<td>2008</td>
<td>-0.1696</td>
<td>0.0745</td>
<td>-0.7830</td>
</tr>
<tr>
<td>2009</td>
<td>-0.1792</td>
<td>0.0781</td>
<td>-0.8334</td>
</tr>
</tbody>
</table>

A quick glance at Table 4 reveals that both estimated own and cross waiting time elasticities tend to decrease over time in all model specifications. Estimated own elasticities with the standard logit model with fixed effect only control for endogeneity (OLS in Panel A) are in the range between -0.13 and -0.21, and are roughly on line with previous UK hospital demand literature. However, with better control for endogeneity and individual heterogeneity, and taking into account the outside option, estimated waiting time own elasticities in our models range between -0.65 and -1.33, that is, tend to be much bigger.\(^{22}\) Considering cross elasticities, the standard logit model (OLS on Panel A) predicts estimated cross elasticities in the range 0.04-0.06,

\[^{22}\]Substantial effects of IV use on price elasticity estimates is well documented in the empirical IO literature. Riganti et al. (2017) using a reduced form model of demand and supply for elective hospital procedures report IV estimated waiting time elasticities six times bigger than those obtained by OLS.
while our models predict estimated cross elasticities in the range 0.14-0.25, suggesting a similar pattern.

### Table 5. Average MRSA Elasticities

<table>
<thead>
<tr>
<th>Year</th>
<th>Elasticities</th>
<th></th>
<th>Cross Elasticities</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OLS</td>
<td>TSLS</td>
<td>OLS</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>S.D.</td>
<td>Mean</td>
<td>S.D.</td>
</tr>
<tr>
<td>Panel A: Logit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>-0.1216</td>
<td>0.0664</td>
<td>-0.1564</td>
<td>0.0853</td>
</tr>
<tr>
<td>2007</td>
<td>-0.0887</td>
<td>0.0547</td>
<td>-0.1141</td>
<td>0.0703</td>
</tr>
<tr>
<td>2008</td>
<td>-0.0893</td>
<td>0.0544</td>
<td>-0.1148</td>
<td>0.0699</td>
</tr>
<tr>
<td>2009</td>
<td>-0.0880</td>
<td>0.0525</td>
<td>-0.1132</td>
<td>0.0675</td>
</tr>
<tr>
<td>Panel B: NJR 2SM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>-0.2558</td>
<td>0.1197</td>
<td>-0.3101</td>
<td>0.1450</td>
</tr>
<tr>
<td>2007</td>
<td>-0.1923</td>
<td>0.1167</td>
<td>-0.2332</td>
<td>0.1414</td>
</tr>
<tr>
<td>2008</td>
<td>-0.1889</td>
<td>0.1077</td>
<td>-0.2290</td>
<td>0.1306</td>
</tr>
<tr>
<td>2009</td>
<td>-0.1923</td>
<td>0.1118</td>
<td>-0.2332</td>
<td>0.1356</td>
</tr>
<tr>
<td>Panel C: Epi. 2SM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>-0.3068</td>
<td>0.1423</td>
<td>-0.3776</td>
<td>0.1751</td>
</tr>
<tr>
<td>2007</td>
<td>-0.2252</td>
<td>0.1274</td>
<td>-0.2772</td>
<td>0.1568</td>
</tr>
<tr>
<td>2008</td>
<td>-0.2232</td>
<td>0.1210</td>
<td>-0.2747</td>
<td>0.1489</td>
</tr>
<tr>
<td>2009</td>
<td>-0.2277</td>
<td>0.1253</td>
<td>-0.2803</td>
<td>0.1542</td>
</tr>
</tbody>
</table>

Table 5 reports the estimated elasticities for the number of MRSA Infections. Infections remains an important complication after hip replacement which can seriously affect the treatment (see for a meta-analysis of the literature Senthi et al., 2011). Table 5 reveals that the estimated own elasticities using the 2SM with IV control for endogeneity are about three times bigger than those obtained with the standard logit model. Again, these differences are substantial also when one considers the cross elasticities, which, on average, double in size.

### 4.4. The relationship between market structure and quality in the hospital industry.

There is a large debate on the relationship between competition and quality in the hospital industry. To address this issue, researchers need a good measure of the competitive pressure faced by each hospital, and the level of quality it produces. The major problem here is that there are many ways to measure quality and competition, often giving conflicting results. In particular, two endogeneity issues are important.

---

23 See Gaynor (2007) and Gaynor et al. (2015) for reviews. The relationship between hospital competition and quality in fixed price industries such as the NHS is discussed in Propper et al. (2008), Gaynor et al. (2013), Bloom et al. (2015), Moscelli et al. (2016) and Moscelli et al. (2016).
for a correct analysis: the endogeneity of quality affecting patient demand; and the endogeneity of hospitals’ location choice.

4.4.1. Measuring Competition. In general, there are two major methods for measuring competition at the hospital level: choosing a geographical area defining hospital markets—say by the fixed or variable radius method—and calculating either how many hospitals operate in that area or a measure of market concentration such as the Herfindahl-Hirschman Index (HHI); or using patients’ flows, either actual or predicted, calculating the HHI index at the patient level, and then aggregating it to the hospital level.

Using predicted patient flows to calculate patient level HHI and aggregate it at the hospital level (as proposed by Kessler and McClenahan, 2000; and Gowrisankaran and Town, 2003) has the advantage of addressing the quality endogeneity issue, and taking into account population density. To calculate predicted patients’ flows, that is, patients’ demand not influenced by hospitals’ management activities, the analysts finds counterfactual patient choices which determine exogenous captive demand expected by hospitals with average quality and waiting times.

In our application, we exploit estimated structural preference parameters to derive counterfactual patient choices; this may give better estimate of captive demand compared to the standard use of ad hoc demand systems, since the counterfactual approach uses consistent estimates of the marginal disutility of distance. Furthermore, since our model takes into explicit account the outside option, it controls for possible location endogeneity, a notoriously difficult problem to handle. In the UK hospital industry, while location of NHS hospitals is very much regulated and generally beyond management choice, there is a host of ISTC and other private providers and accounting for the outside option—which, depending on the area, might have a strong influence on a hospital’s competitive environment—gives a better picture of market pressure faced by each hospital.

4.4.2. Measuring Quality. As argued in Section 3.5, a host of observable measures are used to measure quality: mortality, infections, readmissions, patient satisfaction etc. It is well documented that there is often little correlation between these measures, and results may depend on the measure used. We take advantage of our structural model which allows to estimate overall unobservable quality \( q_j \) for each hospital. Estimated \( q_j \) can be seen as an overall index of hospital quality, which includes all observable and unobservable (to the econometrician) factors which affect patient choice (utility) after conditioning on distance and waiting times. Thus, \( q_j \) may include things which go beyond observed medical quality but are valued by patients, such as parking facilities, room amenities, staff behaviour, etc. which may be important, especially for routine elective procedures. Unobserved quality \( q_j \) is important in the context of the English
hospital market as hospitals are generally very large multi-service organizations treating on average 50,000 patients per year. Therefore, SMR, infection rates, readmissions and other hospital level indicators are likely to be driven by the standards in emergency services and might fail to capture important attributes that are relevant for patients’ choice of routine procedures.

4.4.3. Results. We calculate quality and competition using the standard logit and the epidemiological 2SM using data from 2009. We first calculate overall quality $q_j$ under the logit model, and use the HHI with actual patient flows as the (lack of) competition measure. We find a strong positive correlation of 0.602 between market concentration and quality. However, since in actual patient flows quality is endogenous, the correlation is actually much inflated. Correcting for quality endogeneity using predicted ‘captive’ patient flows lowers the correlation by more than two third to 0.188.

The standard logit model –even after quality endogeneity correction using captive demand– has some remaining problems, namely the lack of consideration of the outside option, and the failure of proper control for waiting time endogeneity, which may bias the estimate of overall quality $q_j$, since a portion of the disutility of waiting time is wrongly attributed to $q_j$. Our model with the outside option and proper waiting time endogeneity control finds a strong negative correlation -0.453 between market concentration (lack of competition) and quality.\footnote{A negative correlation between market concentration and quality seems quite natural in an industry where demand has a very strong geographical component, the geographical distribution of NHS hospitals is heavily regulated, and hospitals have limited capacity flexibilities.}

4.5. Hospital closure simulation. A recurrent major policy issue in the UK healthcare market has been the rearrangement of the NHS hospital industry by mergers and closures.\footnote{See Dafny (2009), Capps et al. (2003), Gaynor et al. (2012) and Gaynor et al. (2015), on hospital consolidation, mergers and closures.} When studying the effects of closing a given hospital, it is key to evaluate the changes in hospital demand after the closure. Using a structural model it is possible to compute the counterfactual size of market share of each hospital to guide policies assessing closure effects. Using standard logit models to calculate these counterfactuals may paint a wrong picture for at least two main reasons: the presence of an outside option implies that the estimated increases in market share of other hospitals tend to be overestimated, and the logit I.I.A. structure tends to give wrong estimates of substitution effects.

Consider the following simple example showing the relevance of omitting the outside option. Suppose there are 800 patients and 3 NHS hospitals, $a$, $b$ and $c$, with mean utilities $U_a = \log(1/4)$, $U_b = \log(1/2)$, $U_c = \log(3/4)$. Let the utility from the outside option be 0. Under logit errors, market shares are 0.1, 0.2, 0.3 for the NHS hospitals,
and 0.4 for the outside option. The number of patients treated in the three NHS hospitals before closure is 80, 160, 240.

Suppose now hospital $b$ closes. Calculating the new market shares, the demand for hospital $a$ will increase from 80 to 100, and the demand for hospital $c$ will increase from 240 to 300. However, if we estimated the logit model conditional on choosing a NHS hospital –that is, ignoring the outside option– the demand for hospitals $a$ and $c$ after $b$’s closure is 120 and 360 respectively. Thus, omission of the outside option implies a much higher increase in estimated demand after closure. If preferences are not homogeneous, using the standard logit model implies a further source of bias due to incorrect estimation of the substitution patterns between hospital $b$ and $a$ and $c$.

4.5.1. An Application. A major UK newspaper recently revealed that to cut expenses the NHS is considering to downgrade some hospitals. These hospitals may loose their A&E units and other acute services. This is in practice equivalent to a closure since the services would not be anymore delivered by that specific hospital. We draw inspiration from this news to illustrate the possible application of our model to understand how hospital market shares change when an hospital is closed (or simply downgraded for a specific procedure).

We consider the downgrade (closure) of a teaching hospital located in a highly competitive market area, where both public and private providers act extensively. We denote the closing hospital as hospital H, depicted in Figure 1 in the center of the picture. In 2009, the number of over-65 patients treated for elective hip replacement in hospital H was 137. We use the standard logit and our Epidemiological 2SM to predict the increase in patients demand in other hospitals following the closure. Table 6 shows the estimated increase in patients’ demand in the 5 major competitors, denoted A,B,C,D,E, located around the closing hospital in Figure 1. Interestingly both models predict the same hospital having the greatest increase in demand after closure, namely hospital A. Hospital A is in the 3 km catchment area of the closed hospital, hospitals B and C are within 5 km of H, while D and E are within 10 and 15 km of H respectively.

The pattern of predictions across the two models is sharply different: the standard logit model predicts a much greater increase in demand in all hospitals, since it does not take into account the rather large number of patients choosing the outside option. On the other hand the two models imply quite different substitution patterns. In fact, as it can be seen in the table 6, the increase in the demand in hospital A is almost double in the 2SM, the outside option notwithstanding.

\[26\]Our example is only hypothetical and it is intended to show the potential benefit of using our approach to formulate policy relevant counterfactuals.
Table 6. Hospital Closure Simulation: Estimated number of patients

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Before</th>
<th>Logit After</th>
<th>Increase</th>
<th>% Increase</th>
<th>Epi. 2SM After</th>
<th>Increase</th>
<th>% Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>98</td>
<td>134.16</td>
<td>36.16</td>
<td>.37</td>
<td>169.67</td>
<td>71.67</td>
<td>.73</td>
</tr>
<tr>
<td>B</td>
<td>35</td>
<td>48.91</td>
<td>13.91</td>
<td>.40</td>
<td>45.66</td>
<td>10.66</td>
<td>.30</td>
</tr>
<tr>
<td>C</td>
<td>78</td>
<td>98.52</td>
<td>20.52</td>
<td>.26</td>
<td>82.42</td>
<td>4.42</td>
<td>.06</td>
</tr>
<tr>
<td>D</td>
<td>86</td>
<td>93.70</td>
<td>7.70</td>
<td>.09</td>
<td>88.01</td>
<td>2.01</td>
<td>.02</td>
</tr>
<tr>
<td>E</td>
<td>603</td>
<td>617.11</td>
<td>14.11</td>
<td>.02</td>
<td>606.90</td>
<td>3.90</td>
<td>.01</td>
</tr>
</tbody>
</table>

Figure 1. Geographic Distribution of Hospitals in Hypothetical Closure

5. Conclusions

Empirical IO literature has shown the importance of estimating choices in differentiated product markets allowing for individual taste heterogeneity, addressing unobserved quality, and including an ‘outside option’ in individuals’ choice set. We considered a structural model of hospital choice for elective hip replacement in the English NHS in the period 2006-2009. We showed how to properly address these issues, overcoming available data constraints, implementing a two-sample model by a novel use of administrative data on English small areas to supplement the standard HES dataset, which is universally used in NHS demand estimation. Our strategy was to couple the HES
sample, with a synthetic sample using LSOA’s data to mimic the over 65 English population seeking hip replacement surgery, and matching observed attributes in the HES sample with those in the LSOA.

Our structural model starts with a standard utility function for NHS hospitals depending on distance, waiting time and the quality of hospital care with heterogeneity in patients’ preferences. Our model adds the possibility that patient may opt-out from public funded NHS hospital by choosing an outside option, containing all possible other alternatives that a patient needing a hip replacement procedure may choose. To empirically estimate this model we also use a TSLS approach to take into account the endogeneity caused by unobservable quality.

Our approach gives a clearer understanding on how the hospital market reacts to policy changes. In particular, we find that waiting time own elasticities using a standard logit model are generally quite low (-0.16 on average, comparable with estimates for elective procedures in NHS of Sivey (2012) and Moscelli et al. (2016) of about -0.12 and -0.04), while estimated waiting time elasticities in our models are substantially bigger, on average equal to -0.92. Similarly, estimated waiting time cross-elasticities are much bigger in our richer models (0.18 on average) compared to 0.046 on average in the standard model. Own and cross quality (MRSA) elasticities are on average twice larger in our model.

We also address the much debated issue of the relationship between market structure and quality of care in the hospital industry. We find that this relationship is starkly different when addressing the endogeneity of quality and hospitals’ location choices. Estimates of the correlation between overall quality and market concentration range between a positive correlation of 0.602 (using using actual patient flows without taking into account the outside option and estimating quality without endogeneity correction), and a negative correlation -0.453 when using our model.

Finally, in a counterfactual simulation of a hospital closure, we also find rather different results. Although both the logit model and ours predict the same hospital having the greatest increase in demand after closure, the logit model predicts a much greater total increase in demand in all the other hospitals due to the lack of consideration of the outside option. In other words, the logit model predicts a greater total inflow of patients to other NHS hospital, and at the same time predicts different patterns of hospital demand cross-substitution.
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Patient choice is a concept introduced into the NHS in England. Most patients are supposed to be able to choose the clinician whom they want to provide them with healthcare and that money to pay for the service should follow their choice. Before the advent of the internal market, in principle, a GP could refer a patient to any specialist in the UK. When contracts were introduced in 1990 these were called extracontractual referrals. From 1999 the concept of Out of Area Treatments was developed. These This paper examines choice of acute service providers in England, in the case of hip replacements. It explores the impact of service provider attributes for hospital choice, with the aim to contribute to the quantitative competitive assessment of potential mergers in the health care sector. Specifically, it illustrates how the microeconometric framework for the analysis of hospital choice can be used to simulate the effect of hypothetical hospital mergers along various service quality dimensions. The NHS is the UK’s National Health Service.